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Motivação

Muitos métodos estatísticos exigem a experimentação por inúmeras repe-

tições do mesmo modelo probabilístico. A descrição formal desta situação

se dá, muitas vezes, pela consideração de sequências de variáveis aleató-

rias independentes.

Isto motiva o estudo do comportamento assintótico das

sequências de variáveis aleatórias ou de funções destas.
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Lema de Borel-Cantelli (Borel, 1909; Cantelli, 1917)

Seja A1,A2, . . . uma sequência de eventos em (Ω,F ,P). Definamos o

evento Aiv = {An ocorre infinitas vezes}.

1 Se
∑∞

n=1P (An) <∞, então P (Aiv ) = 0.

2 Se
∑∞

n=1P (An) = ∞ e A1,A2, . . . são eventos independentes, então

P (Aiv ) = 1.

Magalhães, TM (ICE-UFJF) Métodos de convergência 07 de janeiro de 2026 6 / 36



Lema de Borel-Cantelli (Borel, 1909; Cantelli, 1917)

Seja A1,A2, . . . uma sequência de eventos em (Ω,F ,P). Definamos o

evento Aiv = {An ocorre infinitas vezes}.

1 Se
∑∞

n=1P (An) <∞, então P (Aiv ) = 0.

2 Se
∑∞

n=1P (An) = ∞ e A1,A2, . . . são eventos independentes, então

P (Aiv ) = 1.

Magalhães, TM (ICE-UFJF) Métodos de convergência 07 de janeiro de 2026 6 / 36



Lema de Borel-Cantelli (Borel, 1909; Cantelli, 1917)

Seja A1,A2, . . . uma sequência de eventos em (Ω,F ,P). Definamos o

evento Aiv = {An ocorre infinitas vezes}.

1 Se
∑∞

n=1P (An) <∞, então P (Aiv ) = 0.

2 Se
∑∞

n=1P (An) = ∞ e A1,A2, . . . são eventos independentes, então

P (Aiv ) = 1.

Magalhães, TM (ICE-UFJF) Métodos de convergência 07 de janeiro de 2026 6 / 36



Lema de Borel-Cantelli

Exemplo. Seja o evento A: um apostador ganhar na mega-sena. Nós sabe-

mos que, a probabilidade de um apostador ganhar na mega-sena utilizando

6 dezenas é igual a

P(A) = 1(
60
6

) = 1
50.063.860 = 1,99× 10−8.
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Lema de Borel-Cantelli

Assumindo independência entre cada sorteio e definindo An como acertar as

seis dezenas no n-ésimo sorteio, nós temos que, P(An) = 1,99× 10−8 > 0,

∀n ≥ 1.

Portanto, pela parte 2 do Lema de Borel-Cantelli nós concluímos que, com

probabilidade 1, um apostador ganhará na mega-sena um número infinito

de vezes, se
∑∞

n=1P (An) =∞.
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Lema de Borel-Cantelli

Este exemplo, assim como o clássico “macaco escritor” (James, 1981), nos

mostra que, por mais que um evento seja raríssimo, se o experimento for

repetido um número grande de vezes, ele irá ocorrer e infinitas vezes.

Magalhães, TM (ICE-UFJF) Métodos de convergência 07 de janeiro de 2026 9 / 36



Roteiro

1 Motivação

2 Lema de Borel-Cantelli

3 Métodos de convergência

4 Considerações finais

5 Referências bibliográficas

Magalhães, TM (ICE-UFJF) Métodos de convergência 07 de janeiro de 2026 10 / 36



Convergência em distribuição

A sequência de variáveis aleatórias Xn converge em distribuição para a va-

riável aleatória X se

lim
n→∞

FXn (x) = FX (x),

para todo x tal que FX seja contínua em x .

Notação: Xn
d−→ X .
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Convergência em distribuição

Sejam a e b dois números reais com a < b. Suponhamos que a e b são

pontos onde FX é contínua.

Então, nós temos

P(a < Xn ≤ b) = FXn (b)− FXn (a)

se Xn
d−→ X , então FXn (a) → FX (a) e FXn (b) → FX (b). Passando ao

limite a equação acima, nós temos

lim
n→∞

P(a < Xn ≤ b) = FX (b)− FX (a) = P(a < X ≤ b).
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Teorema

Seja X1,X2, . . . uma sequência de variáveis aleatórias cuja funções geradoras

de momentos MX1 ,MX2 , . . . existem. Xn converge em distribuição para uma

variável aleatória X se, e somente se,

lim
n→∞

MXn (t) = MX (t),

para todo t ∈ R, em que MX (t) é a função geradora de momentos de X .
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Convergência em distribuição

Exemplo. Seja Xn uma sequência de variáveis aleatórias independentes com

distribuição uniforme em (0, b), b > 0. Defina Yn = max{X1,X2, . . . ,Xn}

e Y = b. Nós vamos verificar que Yn
d−→ Y .

Nós sabemos que

FYn (y) = P(max{X1,X2, . . . ,Xn} ≤ y)

= P(X1 ≤ y ,X2 ≤ y , . . . ,Xn ≤ y)
Ind.= P(X1 ≤ y)× P(X2 ≤ y)× · · · × P(Xn ≤ y)
I.D.= [FX1(y)]n.
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Convergência em distribuição

Dessa forma, a partir da função distribuição acumulada de X1, nós temos

que

FYn (y) =


0, se y < 0;(y

b

)n
, se 0 ≤ y < b;

1, se y ≥ b.
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Convergência em distribuição

Passando ao limite, para n indo ao infinito, vem

lim
n→∞

FYn (y) =

 0, se y < b;

1, se y ≥ b;

que corresponde à função distribuição acumulada de Y e, portanto, Yn
d−→

Y .
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Convergência em probabilidade

A sequência de variáveis aleatórias Xn converge em probabilidade para a

variável aleatória X se para todo ε > 0 tem-se

lim
n→∞

P (|Xn − X | ≥ ε) = 0.

Nós indicaremos que Xn converge em probabilidade para X com a notação

Xn
p−→ X . Essa convergência também é denominada de convergência fraca.
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Convergência em probabilidade

Considere uma sequência numérica {an}. Dizer-se que an → a é dizer que

dado ε > 0 pode-se determinar n0 tal que para todo n ≥ n0 tem-se:

|an − a| ≤ ε.
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Convergência em probabilidade

Quando se realiza uma sequência de experimentos aleatórios e se associa

uma variável aleatória Xn, n ≥ 1, a cada um deles, então para cada ω =

(ω1, ω2, . . .), que representa uma realização do experimento, fica definida a

sequência Xn(ω), n ≥ 1.
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Convergência em probabilidade

Aqui pode acontecer que para um resultado ω do experimento |Xn(ω) −

X (ω)| > ε para algum n > n0.

O que Xn
p−→ X garante é que a probabilidade de esse evento ocorrer é

muito pequena e tende para zero.

Assim, Xn
p−→ X significa que se n for suficientemente grande, então a

probabilidade que Xn difira de X por mais que ε é muito pequena.
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Convergência em probabilidade

Exemplo. Seja Xn ∼ Bernoulli (pn) com pn = (1/2)n, n = 1, 2, . . . Nós

temos para ε > 0:

P(|Xn| ≥ ε)
∗= P(Xn ≥ ε)

∗∗
≤ E(Xn)

ε
= (1/2)n

ε
= 1

2nε

⇒ lim
n→∞

P(|Xn| ≥ ε) = 0.

Portanto, Xn
p−→ 0. Lembrando que P(|Xn − 0| ≥ ε) = P(|Xn| ≥ ε).

∗: Xn somente assume valores positivos.

∗∗: Desigualdade de Markov.
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Convergência quase certa

Seja (Xn) uma sequência de variáveis aleatórias e seja X uma variável ale-

atória. Considere o evento

C = [Xn → X ] = {ω ∈ Ω : Xn (ω)→ X (ω)} .

Xn converge para X quase certamente quando P(C) = 1. Notação: Xn
qc−→

X . Essa convergência também é denominada de convergência em quase

toda parte ou convergência forte.
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Convergência quase certa

A convergência quase certa permite que alguns pontos de Ω escapem do

critério de convergência, entretanto, o conjunto desses pontos precisa ser

negligenciável em termos probabilísticos, isto é, sua probabilidade deve ser

zero.
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Relações entre os tipos de convergência

1 Xn
qc−→ X ⇒ Xn

p−→ X ⇒ Xn
d−→ X ;

2 Se c é uma constante, Xn
d−→ c ⇒ Xn

p−→ c.
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Unicidade do limite

1 Se Xn
qc−→ X e Xn

qc−→ Y , então P (X = Y ) = 1;

2 Se Xn
p−→ X e Xn

p−→ Y , então P (X = Y ) = 1;

3 Se Xn
d−→ X e Xn

d−→ Y , então FX (x) = FY (x), ∀x ∈ R.
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Preservação da convergência por uma função contínua

Se g : R→ R é contínua, nós temos que

1 Se Xn
qc−→ X ⇒ g (Xn) qc−→ g (X );

2 Se Xn
p−→ X ⇒ g (Xn) p−→ g (X );

3 Se Xn
d−→ X ⇒ g (Xn) d−→ g (X ).
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Convergência de somas de sequências

1 Se Xn
qc−→ X e Yn

qc−→ Y , então Xn + Yn
qc−→ X + Y ;

2 Se Xn
p−→ X e Yn

p−→ Y , então Xn + Yn
p−→ X + Y ;

3 Se Xn
d−→ X e Yn

d−→ Y , com Xn e Yn independentes ∀n e X e Y

independentes, então Xn + Yn
d−→ X + Y .
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Teorema de Slutsky (1925)

Se Xn
d−→ X e Yn

d−→ c, em que c é uma constante, então

1 Xn ± Yn
d−→ X ± c;

2 XnYn
d−→ cX ;

3 Xn/Yn
d−→ X/c, se c 6= 0.
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Método Delta (Dorfman, 1938)

Sejam Y1,Y2, . . . variáveis aleatórias tais que

√
n (Yn − µ) d−→ N(0, σ2),

em que µ ∈ R e σ2 > 0 parâmetros conhecidos.

Se g é uma função

derivável no ponto µ, então

√
n [g (Yn)− g (µ)] d−→ N

(
0, σ2 [g ′ (µ)

]2)
.
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Considerações finais

Os métodos de convergência costumam ser omitidos em livros básicos de

probabilidade, mas uma base sólida em Estatística não sera possível sem

eles. Como sugestão de bibliografia, nós temos os livros de Dantas (2020),

Magalhães (2015) e Vasconcellos (2021), contendo este importante con-

teúdo e que foram utilizados para montagem desta aula.
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