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Muitos métodos estatisticos exigem a experimentacdo por inlmeras repe-

ticdes do mesmo modelo probabilistico. /A descricao formal desta situacio

se da, muitas vezes, pela consideracdo de sequéncias de varidveis aleaté-

rias independentes.




Motivacao

Muitos métodos estatisticos exigem a experimentacdo por inlimeras repe-
ticoes do mesmo modelo probabilistico. A descricio formal desta situacao
se da, muitas vezes, pela consideracdo de sequéncias de variadveis aleaté-

rias independentes.
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Motivacao

Muitos métodos estatisticos exigem a experimentacdo por inlimeras repe-
ticoes do mesmo modelo probabilistico. A descricio formal desta situacao
se da, muitas vezes, pela consideracdo de sequéncias de variadveis aleaté-
rias independentes. Isto motiva o estudo do comportamento assintético das

sequéncias de variaveis aleatérias ou de funcdes destas.
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Lema de Borel-Cantelli (Borel, 1909; Cantelli, 1917)

Seja A1, Ay, ... uma sequéncia de eventos em (Q,F,P). Definamos o

evento Aj, = {A, ocorre infinitas vezes}.

@
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Lema de Borel-Cantelli (Borel, 1909; Cantelli, 1917)

Seja A1, Ay, ... uma sequéncia de eventos em (Q,F,P). Definamos o

evento Aj, = {A, ocorre infinitas vezes}.
@ Se Zroyozl P (An) < 00, entao Ik (Aiv) = 0.

@
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Lema de Borel-Cantelli (Borel, 1909; Cantelli, 1917)

Seja A1, Ay, ... uma sequéncia de eventos em (Q,F,P). Definamos o
evento Aj, = {A, ocorre infinitas vezes}.

@ Se > 02, P(A,) < o0, entdo P (Ay) = 0.

@ Se Y021 P(A,) = 0o e Aq, Ay, ... sdo eventos independentes, entdo

P (Ay) = 1.
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Exemplo. Seja o evento A: um apostador ganhar na mega-sena. [0 cabe-

mos que, a probabilidade de um apostador ganhar na mega-sena utilizando

6 dezenas é igual a

1 1
P(A) = = —1,99 x 108,
(4) (6()) 50.063.860
6




Lema de Borel-Cantelli

Exemplo. Seja o evento A: um apostador ganhar na mega-sena. Nés sabe-

mos que, a probabilidade de um apostador ganhar na mega-sena utilizando

6 dezenas é igual a

1 1
P(A) = = =199 x 1078,
(4) (60) 50.063.860

6
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Lema de Borel-Cantelli

Assumindo independéncia entre cada sorteio e definindo A, como acertar as

seis dezenas no n-ésimo sorteio, nés temos que, P(A,) = 1,99 x 1078 > 0,

Vn> 1.
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Lema de Borel-Cantelli

Assumindo independéncia entre cada sorteio e definindo A, como acertar as
seis dezenas no n-ésimo sorteio, nés temos que, P(A,) = 1,99 x 1078 > 0,

Vn> 1.

Portanto, pela parte 2 do Lema de Borel-Cantelli nés concluimos que, com

probabilidade 1, um apostador ganhard na mega-sena um nimero infinito

de vezes, se Y o2, P (A,) = .
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Lema de Borel-Cantelli

Este exemplo, assim como o cldssico “macaco escritor” (James, 1981), nos
mostra que, por mais que um evento seja rarissimo, se o experimento for

repetido um nimero grande de vezes, ele ird ocorrer e infinitas vezes.
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Convergéncia em distribuicao

A sequéncia de variaveis aleatérias X,, converge em distribuicdo para a va-

ridvel aleatéria X se
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Convergéncia em distribuicao

A sequéncia de variaveis aleatérias X,, converge em distribuicdo para a va-

ridvel aleatéria X se

Jim_ Fx, (x) = Fx(x),

para todo x tal que Fx seja continua em x.
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Convergéncia em distribuicao

A sequéncia de variaveis aleatérias X,, converge em distribuicdo para a va-

ridvel aleatéria X se

Jim_ Fx, (x) = Fx(x),

para todo x tal que Fx seja continua em x. Notacdo: X, 4 x
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Sejam a e b dois nimeros reais com a < b. Suponhamos que 2 e b sio

pontos onde Fx é continua.




Sejam a e b dois nimeros reais com a < b. Suponhamos que a e b sdo

pontos onde Fx é continua. “ntio, nos temos
P(a < X, < b) = Fx,(b) — Fx,(a)

se X, —5» X, entdo Fx (a) — Fx(a) e Fx.(b) — Fx(b).




Convergéncia em distribuicao
Sejam a e b dois niimeros reais com a < b. Suponhamos que a e b sdo
pontos onde Fx é continua. Entdo, nés temos

P(a < X, < b) = Fx,(b) — Fx,(a)

se X, —5» X, entdo Fx (a) — Fx(a) e Fx.(b) — Fx(b).
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Convergéncia em distribuicao

Sejam a e b dois nimeros reais com a < b. Suponhamos que a e b sdo

pontos onde Fx é continua. Entdo, nés temos
P(a < X, < b) = Fx,(b) — Fx,(a)

se X, —5» X, entdo Fx,(a) — Fx(a) e Fx,(b) — Fx(b). Passando ao

limite a equacdo acima, nés temos

n||_>ngo P(a < X, < b) = Fx(b) — Fx(a) =P(a < X < b).
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Seja X1, X, ... uma sequéncia de varidveis aleatérias cuja funcdes geradoras

de momentos Mx,, Mx,, ... existem. 0, converge em distribuicao para uma

variavel aleatéria X se, e somente se,

lim Mxn(t) = Mx(t),

n—o00

para todo t € R, em que Mx(t) é a funcdo geradora de momentos de X.




Teorema

Seja X1, X2, ... uma sequéncia de variaveis aleatérias cuja funcSes geradoras
de momentos My, , Mx,, ... existem. X, converge em distribuicao para uma

variavel aleatéria X se, e somente se,

lim My, (£) = Mx(2).

n—o0

para todo t € R, em que Mx(t) é a fungdo geradora de momentos de X.
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Convergéncia em distribuicao

Exemplo. Seja X,, uma sequéncia de variaveis aleatérias independentes com

distribuicdo uniforme em (0, b), b > 0.
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Convergéncia em distribuicao

Exemplo. Seja X,, uma sequéncia de variaveis aleatérias independentes com
distribuicdo uniforme em (0, b), b > 0. Defina Y, = max{Xy, Xo,..., X,}

e Y = b. Nés vamos verificar que Y, Ay

Magalh3es, TM (ICE-UFJF) Métodos de convergéncia 07 de janeiro de 2026 14 /36



Convergéncia em distribuicao

Exemplo. Seja X,, uma sequéncia de variaveis aleatérias independentes com
distribuicdo uniforme em (0, b), b > 0. Defina Y, = max{Xy, Xo,..., X,}

. o d .
e Y = b. Nés vamos verificar que Y,, — Y. Nos sabemos que

Fyn(y) = ]P(max{Xl,Xz, . ,Xn} < y)
:]P(Xl S.yv)<2 Sy)"'aXn Sy)
Ind.

= PXi<y)xP(Xo<y)x- - xP(X,<y)

"L [ ()]
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Dessa forma, a partir da funcdo distribuicdo acumulada de Xj, nos temos

que
0, se y <0;

FYn(y)_ (z) ) Se0§y<b,
1, se y > b.




Convergéncia em distribuicao

Dessa forma, a partir da funcdo distribuicdo acumulada de Xi, ndés temos

que
0, se y <0;

Fy,(y) = (i) , se0<y<b;
1, sey > b.
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Passando ao limite, para n indo ao infinito, vem

0, sey < b;
lim Fy,(y) =

n—o0

1, sey >b;




Passando ao limite, para n indo ao infinito, vem

0, sey < b;
lim Fyn(y) =

n— oo

1, sey>b;

. [ d
que corresponde a funcdo distribuicdo acumulada de Y e, portanto, Y, —

Y.




Convergéncia em distribuicao

Passando ao limite, para n indo ao infinito, vem

0, sey < b;
lim Fyn(y) =

n—o0

1, sey>b;

. o el e a d
que corresponde a funcdo distribuicdo acumulada de Y e, portanto, Y, —

Y.
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Convergéncia em probabilidade

A sequéncia de varidveis aleatérias X, converge em probabilidade para a

variavel aleatéria X
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Convergéncia em probabilidade

A sequéncia de varidveis aleatérias X, converge em probabilidade para a

variavel aleatéria X se para todo € > 0 tem-se

lim P (|X, — X| > €) =0.
n—00
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Convergéncia em probabilidade

A sequéncia de varidveis aleatérias X, converge em probabilidade para a

variavel aleatéria X se para todo € > 0 tem-se
lim P (|X, — X| >¢)=0.
n—00

Nés indicaremos que X, converge em probabilidade para X com a notacao

X, 25 X.
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Convergéncia em probabilidade

A sequéncia de varidveis aleatérias X, converge em probabilidade para a

variavel aleatéria X se para todo € > 0 tem-se
lim P (|X, — X| >¢)=0.
n—00

Nés indicaremos que X, converge em probabilidade para X com a notacao

P A I . Al
Xn — X. Essa convergéncia também é denominada de convergéncia fraca.
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Considere uma sequéncia numérica {a,}. Dizerce que o o ¢ dizer que

dado € > 0 pode-se determinar ng tal que para todo n > ng tem-se:

la, — a| <e.




Convergéncia em probabilidade

Considere uma sequéncia numérica {a,}. Dizer-se que a, — a é dizer que

dado € > 0 pode-se determinar ng tal que para todo n > ng tem-se:

la, — a| <e.
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Convergéncia em probabilidade

Quando se realiza uma sequéncia de experimentos aleatérios e se associa
uma variavel aleatéria X,, n > 1, a cada um deles, entdo para cada w =

(w1, w2, ...), que representa uma realizacdo do experimento, fica definida a

sequéncia Xp(w), n > 1.
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Convergéncia em probabilidade

Aqui pode acontecer que para um resultado w do experimento |X,(w) —

X(w)| > € para algum n > no.

Magalh3es, TM (ICE-UFJF) Métodos de convergéncia 07 de janeiro de 2026 20/36



Convergéncia em probabilidade

Aqui pode acontecer que para um resultado w do experimento |X,(w) —

X(w)| > € para algum n > no.

O que X, L5 Xx garante é que a probabilidade de esse evento ocorrer é

muito pequena e tende para zero.
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Convergéncia em probabilidade

Aqui pode acontecer que para um resultado w do experimento |X,(w) —

X(w)| > € para algum n > no.

O que X, L5 Xx garante é que a probabilidade de esse evento ocorrer é

muito pequena e tende para zero.

Assim, X, — X significa que se n for suficientemente grande, ent3o a

probabilidade que X, difira de X por mais que € é muito pequena.
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Exemplo. Seja X, ~ Bernoulli (p,) com p, = (1/2)", n = 1,2,... lNos

temos para ¢ > O:

P(X,| > 6) 2 P(X, > ) < B0 _ (/27 1

€ € 2n¢

= lim P(|Xs| =€) = 0.

n—o0




Convergéncia em probabilidade

Exemplo. Seja X, ~ Bernoulli (p,) com p, = (1/2)", n = 1,2,... Nés

temos para ¢ > O:

P(X,| > €) £ (X, > ) £ B _ (/2" _ 1

€ € 2ne

= lim P(|X,| > ¢) = 0.
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Convergéncia em probabilidade

Exemplo. Seja X, ~ Bernoulli (p,) com p, = (1/2)", n = 1,2,... Nés

temos para ¢ > O:

P(X,| > €) £ (X, > ) £ B _ (/2" _ 1

€ € 2ne

= lim P(|X,| > ¢) = 0.

Portanto, X, 250
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Convergéncia em probabilidade

Exemplo. Seja X, ~ Bernoulli (p,) com p, = (1/2)", n = 1,2,... Nés

temos para ¢ > O:

P(X,| > €) £ (X, > ) £ B _ (/2" _ 1

€ € 2ne

= lim P(|X,| > ¢) = 0.

Portanto, X, — 0. Lembrando que P(|X, — 0| > €) = P(|X,| > ¢).

~ufjf
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Convergéncia em probabilidade

Exemplo. Seja X, ~ Bernoulli (p,) com p, = (1/2)", n = 1,2,... Nés

temos para ¢ > O:

P(X,| > ¢) 2 P(X, > o) < B0 _ (172" 1

€ € 2ne

= lim P(|X,| > ¢) = 0.

Portanto, X, — 0. Lembrando que P(|X, — 0| > €) = P(|X,| > ¢).

*: X, somente assume valores positivos.
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Convergéncia em probabilidade

Exemplo. Seja X, ~ Bernoulli (p,) com p, = (1/2)", n = 1,2,... Nés

)
temos para ¢ > O:

P(X,| > €) £ (X, > ) £ B _ (/2" _ 1

€ € 2ne

= lim P(|X,| > ¢) = 0.

Portanto, X, — 0. Lembrando que P(|X, — 0| > €) = P(|X,| > ¢).
*: X, somente assume valores positivos.

x%: Desigualdade de Markov.
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Seja (X)) uma sequéncia de varidveis aleatérias e seja X uma variavel ale-

atéria. Considere o evento

C=Xp=>X]={weQ: X,(w) = X(w)}.




Convergéncia quase certa

Seja (X,) uma sequéncia de varidveis aleatérias e seja X uma variavel ale-

atéria. Considere o evento

C=[Xp > X]={weQ: X, (w) = X(w)}.
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Convergéncia quase certa

Seja (X,) uma sequéncia de varidveis aleatérias e seja X uma variavel ale-

atéria. Considere o evento

C=[Xp > X]={weQ: X, (w) = X(w)}.

X, converge para X quase certamente quando P(C) = 1.
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Convergéncia quase certa

Seja (X,) uma sequéncia de varidveis aleatérias e seja X uma variavel ale-

atéria. Considere o evento
C=[Xp > X]={weQ: X, (w) = X(w)}.

X, converge para X quase certamente quando P(C) = 1. Notacdo: X, BN

X.
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Convergéncia quase certa

Seja (X,) uma sequéncia de varidveis aleatérias e seja X uma variavel ale-

atéria. Considere o evento
C=[Xp > X]={weQ: X, (w) = X(w)}.

~ C
X, converge para X quase certamente quando P(C) = 1. Notacdo: X, £
X. Essa convergéncia também é denominada de convergéncia em quase

toda parte ou convergéncia forte.
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Convergéncia quase certa

A convergéncia quase certa permite que alguns pontos de Q escapem do
critério de convergéncia, entretanto, o conjunto desses pontos precisa ser

negligencidvel em termos probabilisticos, isto é, sua probabilidade deve ser

ZEro.
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@ X, L x=x 2 x=x -Lx




@ X, L x=x, 2 x=x -Lx

. d
@ Se c é uma constante, X, — ¢ = X, Ly




@ X, L x=x, 2 x=x -Lx

, d
@ Se c é uma constante, X,, — ¢ = X, L




@ SeX, 5 XeX, 5 Y, entioP(X=Y)=1;




@ SeX, B XeX, 5 ¥V, entdioP(X=Y)=1;

@ Se X, XeX, 2 Y, entioP(X=Y)=1;




@ SeX, B XeX, 5 ¥V, entdioP(X=Y)=1;

0SeX,,i>XeXni>Y,entéo]P(X:Y)zl;

@ Se X, 5 X e X,-5 Y, entdio Fx(x) = Fy(x), Vx € R.




Unicidade do limite

DSeX, S XeX, S Y, entioP(X=Y)=1;
@ SeX, > XeX, Y, entdioP(X=Y)=1;

@ Se X, L XeX,-L Y, entdo Fx(x) = Fy(x), Vx € R.
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Se g : R — R é continua, nds temos que

@ Se X, B X=g(X) 5 g(X);




Preservacao da convergéncia por uma funcdo continua

Se g : R — R é continua, nés temos que
@ Se X; =5 X = g(Xy) == g (X);

@
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Preservacao da convergéncia por uma funcdo continua

Se g : R — R é continua, nés temos que
@ Se X; =5 X = g(Xy) == g (X);
@ Se X, = X = g(X,) = g(X);

@
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Preservacao da convergéncia por uma funcdo continua

Se g : R — R é continua, nés temos que
@ Se X; =5 X = g(Xy) == g (X);
@ Se X, = X = g(X,) = g(X);

@ Se X, -5 X = g(X)) -5 g(X).
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DSeX, L XeVY, LV, entio X,+ VY, 5 X+V;




@ Se X, —>XeY Y, entdo X, + Y, — XY

@Se X, B XeVY, VY, entio X, + Y, 2 X+Y;




@ Se X, —>XeY Y, entdo X, + Y, — XY

@ SeX, > XeVY, 25V, entio X,+ VY, = X+V;

@ Se X, i> XeY, & Y, com X, e Y, independentes Vne X e Y

independentes, entdo X, + Y, 4 x +Y.




Convergéncia de somas de sequéncias

@D SeX, S XeV, 5V entio X, + Y, S X+Y:
@ SeX, 2 XeVY, 2 VY, entioX,+ Y, = X+Y:

@ Se X, i> XeY, i> Y, com X, e Y, independentes Vne X e Y

independentes, entdo X, + Y, 4 x +Y.
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d d , -
Se X, — X e Y, — ¢, em que ¢ é uma constante, entdo

@ X, Y, L X+




d d , -
Se X, — X e Y, — ¢, em que ¢ é uma constante, entdo

® X, +£Y, L X+

@ X, v, L ox




d d , -
Se X, — X e Y, — ¢, em que ¢ é uma constante, entdo

® X, +£Y, L X+

@ X,Y, L ox:

(<] X,,/Y,,L>X/c, se ¢ # 0.




d d , -
Se X, — X e Y, — ¢, em que ¢ é uma constante, entdo

® X, +£Y, L X+

@ X,Y, L ox:

(<] X,,/Y,,1>X/c, se ¢ #0.




Sejam Y1, Yo, ... varidveis aleatérias t2is que

Va (Y, — ) -5 N(0,02),

2

emque p € Reo

> (0 pardmetros conhecidos.




Método Delta (Dorfman, 1938)

Sejam Y1, Ya, ... varidveis aleatérias tais que

Va (Y, — ) -5 N(0,02),

2

em que 4 € R e 0 > 0 pardmetros conhecidos.
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Método Delta (Dorfman, 1938)

Sejam Y1, Ya, ... varidveis aleatérias tais que

Va (Y, — ) -5 N(0,02),

2

em que i € R e 0° > 0 pardmetros conhecidos. Se g é uma funcdo

derivavel no ponto p, entdo

Vg (Ya) — g (W] ~5 N (0, 0 [¢/ (1)]?) -
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Consideracdes finais

Os métodos de convergéncia costumam ser omitidos em livros basicos de
probabilidade, mas uma base sélida em Estatistica ndo sera possivel sem
eles. Como sugestdo de bibliografia, nés temos os livros de Dantas (2020),
Magalh3es (2015) e Vasconcellos (2021), contendo este importante con-

tetdo e que foram utilizados para montagem desta aula.
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